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How do we currently evaluate LLM-human alignment?
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How do we evaluate developmentally aligned LLM?

- Developmental alignment: as a language model is trained, its performance on core cognitive
tasks may mirror the milestones of cognitive development in humans

- Why are “child-like” LLM learning stages needed? To make models more transparent,
interpretable, and human-like (Shah et al., 2024)
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Pitfalls

Using human and model similarities as
alignment (i.e., neglecting developmental
alignment and only final checkpoints are tested)

Mapping between model outputs and human
performance lacks control

Mismatch 1n data scale and modality (e.g., Pre-
trained LLMs trained on vast data vs. human
only require few-shots learning)

Limited interpretability and individual variation
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Solutions

Developmentally realistic training corpora or
progressive “curricula”

Evaluate models at multiple checkpoints
during training

Use small-scale empirical human data to
establish direct evidence of human
performance (Ivanova, 2025)

Control for context and prompt wordings
(instructions)

Curate developmentally plausible training
data that matches human learning experiences
Use smaller, structured datasets reflecting
child input

Parse trees, attention analysis
Simulate individual differences
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